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Trusting Technology: Smart 
Protection for Smart Cities
Smart cities need smart Critical Infrastructure Protection. This means 
trusting technology to play a more substantial role in securing infra-
structure for the resilient provision of critical services. Adapting to a 
future that includes Artificial Intelligence and the Internet of Things is 
a necessity, not a choice.

By Marie Baezner, Linda Maduz  
and Tim Prior

Connectedness within and between mod-
ern societies generally strengthens social 
systems. But connectedness can also in-
crease the exposure and sensitivity of tech-
nical systems to disturbances (natural, 
technical, and social). When those techni-
cal systems provide critical services for so-
cial systems, connectivity can become a 
problem. 

Modern societies would be unsustainable 
without certain critical services like water, 
electricity, food, transport, security, etc. 
These services are often produced, distrib-
uted, or dependent on critical infrastruc-
ture (CI). The convenience of these services 
makes cities attractive places to live and 
work. Given that CIs form the substrate on 
which services supporting daily life rely, se-
curing these infrastructures is of para-
mount importance. Accordingly, Critical 
Infrastructure Protection (CIP) has be-
come a regional, national, and multination-
al security priority.

Global urbanization and the increasing 
complexity of CI systems are accompanied 
by an exponential acceleration of techno-
logical development. Technological ad-
vances, like those being made in Artificial 
Intelligence (AI), are often touted as pana-
ceas for a future characterized by complex-
ity and connectivity. Are we confident 
enough to trust their promised benefits in 

the protection of critical services though? 
This question must be examined in light of 
the possibility that if the tools and process-
es of CIP are not adapted to the future ur-
ban reality, we may not be capable of secur-
ing the provision of critical services in the 
future.

The Internet of Things and CIP
The city of the future will likely be built on 
a cyber-physical platform characterized by 

interconnected critical “systems of systems” 
– for instance, an interdependent energy-
communication-health system. The future 
“Smart City” will feature smart grids, 
which are distinguished from traditional 
CI grids by serving as bi-directional infor-
mation communication systems linking 
critical service providers and consumers. 
Smart grids draw on various devices in-
stalled in CIs and at consumers’ premises to 
monitor, analyze, and control the effective-
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ness, efficiency, reliability, security, sustain-
ability, and stability of the service.

Smart grids are made functional by the 
“Internet of Things” (IoT). The rapid digi-
talization of all aspects of modern society 
has been the principal driver of the rise of 
the IoT, which refers to the interconnec-
tions (over the internet) between comput-
ing devices embedded in household and 
industrial objects. In the context of smart 
grids and CI, the IoT provides the under-

lying structure by which objects and devic-
es are connected, automated, and moni-
tored. While the connectivity of modern 
devices makes many aspects of daily life 
more effective and convenient, the produc-
ers and users of such devices often neglect 
their security.

Recent research (Huq/Hellberg 2017, see 
box) shows that devices connected over the 
IoT and utilized by critical sectors includ-
ing the emergency services, financial ser-
vices, utilities, and education are highly ex-
posed to cyber-threats. Because these 
devices often do not support a user inter-
face and are consequently very difficult or 
impossible to set up or update, many con-
tinue to operate using insecure default set-
tings. This insecurity exposes these devices 
to malicious access, creating potential entry 
points for malicious cyber-activities that 
could disrupt the provision of critical ser-
vices.

Three types of IoT devices can be associ-
ated with CIs: 1) devices in households like 
smart lighting, refrigerators, or security 
systems, 2) devices embedded in the CIs 
themselves, like metering sensors or Super-
visory Control and Data Acquisition 
(SCADA) systems, and 3) devices embed-
ded in industrial machinery that are not di-
rectly connected to CIs, but could be used 
to access CIs indirectly (e.g., SCADA sys-
tems on an automated car production line). 
Each type of device presents different secu-
rity issues for CIs. On the level of individ-
ual households, this might create problems 
of data or identity theft, or allow malicious 
actors to access CI networks. Because these 
devices are also connected directly (smart 
meters and grids) or indirectly (routers, re-
frigerators, media players, printers, etc.) to 
local, regional, and national CI networks, 

the consequences of malicious penetration 
experienced at the household level may 
have cascading consequences through the 
IoT. This will present a significant future 
problem in the context of CIP, principally 
because the security of connected house-
hold and industrial IoT devices may never 
meet the same security standards as those 
applied to CI objects.

The ability to anticipate these develop-
ments in the context of effective CIP may 

depend on other important 
trends. In particular, technolog-
ical trends (like automation and 
the development of AI) will ex-
pose significant legacy and 
modernization challenges (as-
sociated with aging CI), not 

just for CI operators, but also for those 
charged with CIP. A major task of the fu-
ture CIP manager will be to ensure that 
cities’ CI is fit for the service it is designed 
to provide when faced with a vast intensifi-
cation of use associated with urbanization.

CIP and the Age of AI
One of the most significant technological 
advances that will change our future is the 
development of AI. While the speed at 
which this technology will become a part 
of everyday work and life continues to be 
debated, there is no question that the tech-
nology will have positive and negative im-
plications for society. Indeed, discussions 
between those people anxious about the 
use and abuse of AI, and those proclaiming 
the technology as a multi-problem solution 
tool, are robust and continuous.

At this stage, AI continues to be restricted 
to narrow, specialist task domains, a form 
of AI termed Artificial Narrow Intelli-
gence (ANI) – Google Assistant and Ap-
ple’s Siri are good examples. The advance to 
“strong”, or human-level AI has not yet 
been reached, despite a massive scientific 
push for its advancement (see CSS Analy-
sis 220). Even so, AI development has oc-
curred more quickly than expected, espe-
cially in the AI sub-domain of machine 
learning (Allen/Chan 2017, see box). 

Improvements in machine learning, espe-
cially with respect to computer program-
ming in the context of CI operations, are 
likely to have implications for CI and its 
protection. Machine learning is ultimately 
at the root of modern automation. Through 
machine learning, AI can improve pro-
gramming efficiency and could even create 
its own code. Most importantly for securi-
ty, AI could increase program functionality, 

especially during updates, which could be 
pre-tested for vulnerabilities or bugs prior 
to deployment. However, problematically, 
AI could also be used maliciously to pro-
gram sophisticated malware that can rap-
idly adapt and may be difficult to detect 
and stop. In the right hands, though, ma-
chine learning is also rated as a fundamen-
tal tool in future CIP as part of intelligent 
Intrusion Defense Systems (Cazorla et al. 
2013, see box). 

Given the nature of CI as typically provid-
ing a narrow range of services, the level of 
AI currently available is well-suited to CIP, 
where it can be directed at improving the 
efficiency of specialized tasks. As the tech-
nology advances, more and more processes, 
including those tasks typically restricted to 
human operators, will fall into the capabili-
ties of AI. For example, the management 
and oversight of currently automated con-
trol systems is likely to become a task of 
human-level AI in the future. Already now, 
the process of risk analysis, a fundamental 
activity in the protection of CI, is consid-
ered to be an area where AI will excel. 
Here, the ability of machine intelligence to 
weigh risks and responses objectively, using 
long-term operational data collected from 
a broad range of interconnected “smart” 
sensors and devices, will quickly exceed the 
subjective capabilities of the human risk 
manager.

“Smart” CIP for Smart Cities?
Switzerland’s CIP is arguably more decen-
tralized than that of many other states, re-
flecting the Confederation’s subsidiary 
structure. At present, CIP is conducted in a 
cross-cutting strategic manner, combining 
the need to manage traditional natural, so-
cial, and technical hazards with cybersecu-
rity and national economic supply. Follow-
ing national guidelines for overall critical 
infrastructure resilience, and with the sup-
port of the cantons, the protection of CI is 
the responsibility of the CI operator.

Traditionally, CIP has been strongly fo-
cused on the physical security of objects 
like power lines, generators, roads, and hos-
pitals. But recently, the focus has shifted to 
the services that CI objects help to deliver 
for the population, like healthcare, financial 
services, telecommunications, and mobility. 
This change reflects the fact that it is the 
services in our “smart” societies that make 
infrastructures critical, and that services are 
provided by a system composed of many 
connected CI objects. If we focus our at-
tention on the protection of individual ob-
jects, which may be owned and managed by 

Improvements in machine  
learning are likely to have impli-
cations for CI and its protection. 

http://www.css.ethz.ch/content/dam/ethz/special-interest/gess/cis/center-for-securities-studies/pdfs/CSSAnalyse220-EN.pdf
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different operators, the complete system 
that provides the service may be over-
looked – a case of not seeing the wood for 
the trees. Moving from a focus on the secu-
rity and protection of objects to the secu-
rity and protection of services will encour-
age a focus on systemic CI security and 
protection principles. In concrete terms, 
this means shifting CI protection goals 
from the security of objects to securing the 
delivery of critical services.

The IoT will further enhance the decen-
tralized nature of the management and 
protection of Switzerland’s critical infra-
structure systems. Here, AI will play an im-
portant role in permitting CI managers to 
corral and utilize connectivity for the pur-
pose of securing and protecting CI. Decen-
tralized approaches to security could pres-
ent potential solutions to hyper-connected, 
but exposed, critical infrastructures. For ex-
ample, smart grid sensors or internet-con-
nected devices across a multi-sector infra-
structure system should not only serve as 
conduits for information between service 
providers and consumers to optimize the 
delivery of that service. They could also be 
used to supply information on the security 
situation of that service or device and alert 
the operator to object or device vulnerabil-
ity, cyber-attacks, or malfunctions.

IoT-connected sensors and devices could 
also be used to return real-time informa-
tion on the state of implementation of CIP 
measures. Given the volume of informa-
tion involved under these new circum-
stances, machines will increasingly shoul-
der the lion’s share of this work. Proponents 
of AI, machine learning, and automation 
argue that CI processes supported by these 

technologies are likely to be significantly 
more efficient than current human-con-
trolled systems.

The potential for highly decentralized se-
curity, delivered through the IoT, could be 
supplemented by a distributed ledger. Dis-
tributed ledger security, most notably ex-
emplified by the blockchain technology 
developed to secure the Bitcoin cryptocur-
rency, offers a novel approach to securing 
internet-connected devices in a decentral-
ized system. Blockchain technology sepa-
rates a system into individual “blocks”, each 

of which stores security information about 
the system. In order to access or change the 
system, a command must be approved by 
each block before the change or access to 
the system is permitted.

Using the devices associated with smart 
grids, together with technology like AI and 
distributed ledgers, CIP managers can be 
better prepared to meet the changing cir-
cumstances of the age – especially those 
presented by the IoT. However, if the op-
portunities new technologies present can-
not be grasped because we don’t trust them 
to fulfil traditionally established tasks in 
securing CI, then Smart CIP will not be 
realized.

Trusting Technology
There is an undeniable tension between the 
pursuit of convenience and the increasing 
criticality of infrastructure. In this context, 
nervousness about new technology is not 
new, nor is it unwarranted. Complexity and 
connectedness arguably have negative im-
plications for security, especially if they are 
neither acknowledged nor addressed. New 
technologies and developments like AI and 
the IoT, which may be synonymous with 
advancement, also bring uncertainties. A 
crucial challenge for the modern CIP man-
ager is the need to strike a balance between 
the preservation of security and the open-
ness to exploit opportunities that come 
with advancement and the accompanying 
uncertainty.

It is difficult to estimate how useful tech-
nologies like AI and blockchain will be in 
the future. However, the challenges that 
smart grids and the IoT in Smart Cities 
will pose for future Critical Service Protec-

tion may also bring hidden op-
portunities for security and 
protection – if we are ready to 
take advantage of them. Orga-
nizational advancement often 
happens as a process of oppor-
tunism – taking chances when 

they are offered. Both risks and benefits 
can be found in any new technology or 
practice. If “no risk” is the criterion deter-
mining the adoption of any new technolo-
gy or practice in organizational develop-
ment and adaptation, then benefits will go 
undiscovered.

Security organizations in particular tend to 
resist change. This is perhaps because 
change can be perceived as instability, 
which might affect the accomplishment of 
important tasks. But security can also be 
compromised if “practices that were once 

helpful become harmful under altered cir-
cumstances” (Wildavsky 2017, see box). 
The hyper-connectedness and complexity 
of modern CIs, and the appearance of AI 
as a game-changing technology, are alter-
ing the circumstances under which CI pro-
tection has hitherto operated.

Challenges on the Road to Smart CIP
All appropriate measures, actions, and 
practices must be taken to secure and pro-
tect CI “systems of systems” and the ser-
vices they provide. As the circumstances of 
CIP change, identifying and prioritizing 
new measures for security and protection 
becomes as important as identifying new 
risks and threats. Technology must play a 
role in this context. Addressing other im-
portant future organizational, technical, 
and social challenges, like modernizing 
legacy systems and training an appropri-
ately skilled workforce, will establish the 
basis on which new technologies can be 
trusted in future Critical Service Protec-
tion.

Under circumstances of rapidly advancing 
technology and the increasing complexity 
of cyber-physical infrastructure systems, 
aging infrastructure objects present a sig-
nificant challenge. In the past, the stan-
dardization of parts, techniques, policies, 
and processes have streamlined CIP activi-
ties, but actions suitable for the recent past 
may constitute obstacles or have harmful 
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implications in the near future. The mod-
ernization of so-called “legacy systems” 
through the application of new technolo-

gies to meet the reality of an IoT world will 
be a challenging task in the reliable provi-
sion of critical services over the next de-
cade. For example, employing a CI object-
focused approach to risk management may 
be suitable for examining and addressing 
the physical security of that object, but the 
process will be insufficient for examining 
and managing the security of a CI system 
and the service it provides. 

It is possible that many (if not all) aspects 
of CI and its protection will be automated 
in the near future. Whether or not we’re 
ready for such a future in the context of 
protecting critical services is an important 
question, but it’s a fait accompli in the ab-

sence of a human workforce capable of op-
erating under such circumstances. Recent 
research suggests that, although dedicated 

education initiatives exist 
(ECORYS UK 2016, see box), 
developments in cyberspace 
and technological advance-
ments in the economy have al-
ready outpaced the transfer of 
experts from universities to po-

sitions of responsibility, deepening an al-
ready significant human-machine interop-
erability gap in industry (Schuetze 2018, 
see box). Based on the example presented 
in the preceding paragraph, a CI risk man-
ager who lacks the skills to interact with a 
machine-based process of risk analysis, 
which draws on the vast quantity of data 
associated with a modern CI system, will 
find it difficult to interpret and use the re-
sultant analysis to optimize critical service 
protection.

These challenges create additional uncer-
tainty in the world of Critical Service Pro-
tection. Indeed, they further aggravate the 
uncertainties already associated with the 

arrival of technologies like automation and 
machine learning, and a context of infra-
structure systems seamlessly connected 
through the IoT. These challenges must be 
met and addressed on the road to develop-
ing “smart” critical service protection. In 
this context, trusting and introducing new 
technologies that can support critical ser-
vice protection in a suitable operating envi-
ronment will be much less troublesome.
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of CI and its protection will be 
automated in the near future.
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