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Contested public attributions of cyber incidents and
the role of academia
Florian J. Egloff a,b

aCenter for Security Studies, ETH Zürich, Zürich, Switzerland; bCentre for Technology & Global
Affairs, Department of Politics and International Relations, University of Oxford, Oxford, UK

ABSTRACT
Public attributions of cyber incidents by governments and private industry have
become prevalent in recent years. This article argues that they display a skewed
version of cyber conflict for several operational and structural reasons, including
political, commercial, and legal constraints. In addition, public attribution of
cyber incidents takes place in a heavily contested information environment,
creating fractured narratives of a shared past. The article uses three cyber
incidents (Sony Pictures, DNC, and NotPetya) to show how actors cope with
this contested information environment and proposes a changed role of
academia to address some of the problems that emerge. To become
competent in contesting public attribution discourses, universities would have
to work more across physical, disciplinary, and academic boundaries. The
main implications for democracies are to be more transparent about how
attribution is performed, enable other civilian actors to study cyber conflict,
and thereby broaden the discourse on cybersecurity politics.
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The “attribution problem,” the difficulty of finding out who did it, used to be
one of the most discussed questions in the study of cyber conflict (Boebert,
2010; Clark & Landau, 2010; Dunn Cavelty, 2008, p. 20; Kello, 2013, p. 33;
Lindsay, 2015; Lupovici, 2016; Morgan, 2010; Nye, 2017; Rid & Buchanan,
2015). Yet, recent empirical practice suggests that various actors not only
have the capability to attribute, but have decided to share their findings in
public. Public attributions claims, however, often remain contested.

So what is public attribution? Public attribution in its most elementary
form is the blaming of a particular actor as responsible for a cyber incident.1

It can be undertaken by a variety of actors, including governments, compa-
nies, NGOs, and academia. Governmental attribution is of particular impor-
tance, as government action to assign blame is an inherently political act.
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Governments thus have a strong incentive to use public attribution as a pol-
itical tool, thereby making it interesting to the study of contemporary security
politics. For research on governmental public attribution as an element of
security policy, one can split the public attribution process into two phases:
mechanisms that lead to public attribution and what happens after an inci-
dent is publicly attributed. Little research exists on either phase with regard
to attribution of cyber incidents. This is problematic, as our understanding
of contemporary security policy rests on understanding what drives threat
narratives, how and why those particular ones are introduced publicly, and
how contestation of threat narratives takes place in the public sphere.

My main contribution is to focus on the second phase of attribution,
namely, what happens after a government goes public about a cyber incident.2

Understanding this phase is important, as public attributions of cyber inci-
dents are one of the main sources from which the public learns about who
is attacking whom in cyberspace, thereby shaping the threat perception of
the general public. Most attribution judgements are published by govern-
ments, the private sector, and a small number of civil society actors. To
situate the knowledge space, in which attribution claims are introduced to,
I reflect on this source of knowledge about cyber conflict by identifying
how this knowledge structurally shapes our understanding of cyber conflict,
in particular due to operational and (political, commercial, and legal) struc-
tural factors. In short, due to the commercial incentives on the private
sector side and the political bias on the government side, the public data
about cyber conflict structurally induces distrust into the representativeness
of the public attribution statements.

A second contribution is to focus on the contestation of public attribution
claims in democracies and the consequences such contestation brings. Con-
testation is fundamental to democratic politics. The open debate, the ability
of everyone to freely voice opinions, and the emergence of truth trough demo-
cratic discourse is foundational to the public sphere of democratic polities.
Thus, the ability to contest is a sign of healthy democratic politics. As this
article will show, however, this openness to contestation, coupled with the
information poor environment, creates particular problems in the area of
cybersecurity. Two main questions are pursued: How do actors engaging in
public attribution cope with the contestations that follow the introduction
of their attribution claims? In what way could academia address those
problems?

Investigating the contestation of public attribution claims and the conse-
quences of such contestation enables us to better understand the politics of
public attribution. The article argues that public attribution of cyber incidents
takes place in a heavily contested information environment, creating fractured
narratives of a shared past. Due to the secrecy attached surrounding the attri-
bution processes by governments, particularly due to concerns of intelligence

2 F. J. EGLOFF



agencies about sources and methods, governments are often reluctant to
reveal the evidence underlying the attribution judgments. These are ideal
enabling conditions for other actors to contest governmental claims. In a
series of empirical examples, I reflect on the drivers of contestation after an
incident is publicly attributed and show how attackers and other constituen-
cies with various political and economic motivations drive particular
narratives.

In a final part, I propose how academia could be a partial remedy to this
situation. Academia, so far, has not been a strong participant in the discur-
sive space around particular attributions. This is despite its commitment to
transparency and independence theoretically making it a well-placed actor
to contribute an independent interdisciplinary contribution on the state of
cyber conflict. Thus, I argue for an increasing need for academic interven-
tions in the area of attribution. This includes interdisciplinary research on
all aspects of attribution (not just in cybersecurity), and conducting inde-
pendent research on the state of cyber conflict historically and contempora-
rily. One of the main implications of this research on contestation of
attribution claims for democracies are to be more transparent about how
attribution is performed, to enable other civilian actors to study cyber
conflict, and to thereby broaden the discourse on what is one of the main
national security challenges of today.

The article is structured in three parts: First, public attribution is situated in
the context of the literature on the contestation of claims in public opinion
formation and the general biases underlying current public attribution
claims are explained. Second, three empirical examples are used to reflect
on the interaction of public attribution with a contested information environ-
ment, namely, the public attributions of the intrusions into Sony Pictures
Entertainment in 2014, of the intrusions into the Democratic National Com-
mittee (DNC) in 2016, and of the NotPetya incident in 2017. In the third part,
I assess the implications of contested attributions and suggest how this calls
for a different role of academia, particularly with regard to research on attri-
bution in universities. The conclusion offers a perspective on the biggest
research opportunities and challenges in the study of cybersecurity and attri-
bution in the future.

Public attribution fosters a skewed picture of cyber conflict

Contemporary security policy takes place within a heavily contested infor-
mation environment. To better understand how security politics takes place
with regard to cybersecurity, we first have to reflect on how our knowledge
of cyber conflict is constructed. At an elementary level, we do not directly
observe who is using cyber insecurity to further their interests against
whom. Thus, our knowledge space of cyber conflict is constructed by
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different information providers. In this first part, I first situate the contesta-
tion of public attribution claims within the literature on attribution of cyber
incidents, before reflecting on how two operational and three structural
factors shape the public data about cyber conflict in such a way so as to struc-
turally induce distrust into its representativeness.

Situating public attribution in the literature on attribution of cyber
incidents

The literature on cyber conflict has focused on documenting the shift from the
attribution problem hindering successful policy responses, towards attribu-
tion being often possible for state agencies. For example, in 2015, Rid and
Buchanan challenged three assumptions prevalent in parts of the literature:
Namely, that attribution is intractable due to the nature of cyberspace, that
the difficulty in attribution is finding the evidence, and that attribution is
either solved or unsolved (Rid & Buchanan, 2015, p. 6).

More recently, scholars are focusing on public attribution, including
whether and how to build an international organization aiding attribution
processes (Eichensehr, 2019, 2020; Finnemore & Hollis, 2017, pp. 475–476,
2019; Grindal, Kuerbis, Badiei, & Mueller, 2018; Schulzke, 2018; Solomon,
2018). Reflections on the legal, and naming and shaming aspects of public
attribution help to clarify the international normative function of public attri-
bution (Eichensehr, 2020; Finnemore & Hollis, 2019), whilst analysis of insti-
tutional policy proposals shows potential ways towards improving
transparency and credibility problems (Egloff & Wenger, 2019; Eichensehr,
2019, 2020; Grindal et al., 2018; Solomon, 2018). Empirically, in the last
five years, public attribution of cyber incidents has moved from being incred-
ibly rare, to becoming a more routine national security policy option in inter-
national politics. Despite the increasing prevalence of public attribution
claims, little research—with the exception of Schulzke (2018, discussed
below)—has zoomed in on the two phases of public attribution, namely,
first, the mechanisms that lead to public attribution and second, what
happens after an incident is publicly attributed. Splitting public attribution
processes into these two phases is a useful conceptualization, as there are a
whole series of political processes giving rise to a government considering
public attribution, whilst a different set of political challenges inform the
handling of the situation after having introduced the public attribution claim.

The lack of research is unfortunate, as both parts are relevant to under-
standing where attribution sits within the larger domain of the politics of
cyber insecurity. First, better understanding the mechanisms leading to
public attribution is important to situate the actor’s own understandings of
the domain and their activity in a larger context. As an example, for the inter-
national relations scholarship it matters whether public attributions are aimed
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at domestic or international audiences. Furthermore, the incentives to go
public will shape the type of attributions representing the public record of
cyber conflict, whether they be court cases, public ministerial statements,
technical reports, or joint diplomatic statements delivered with allies.
Second, better understanding what happens after an incident is publicly
attributed is important to assess the utility of public attribution as a policy
tool, but also, to better understand the wider politics of cyber insecurity.
For example, if public attributions are used by elites to frame our understand-
ing of cyber conflict, the type of framing, and the effect thereof are worthy of
further study. This article focuses mainly on this second part of the process,
namely, what happens after an incident is publicly attributed.

Schulzke (2018) has suggested some theoretical reasons why we should pay
careful attention to the effects of public attribution of cyber incidents.
Drawing on psychological research, he argued that people do not like ambi-
guity when searching for explanations of unexpected threatening events
(p. 957). In the attribution of cyber incidents, the relatively long time-frame
between the event and a confident attribution statement results in people
already having drawn their own conclusions, before “better” information
may be available. Schulzke draws out four theoretical mechanisms particularly
poignant for public opinion formation of attribution of cyber incidents. First,
due to the information poor environment, causal narratives offered by elites
gain large weight in media coverage (Baum & Groeling, 2010; Bennett, Lawr-
ence, & Livingston, 2007; see also Stone, 1989). This effect is stronger in the
cyber environment compared to kinetic incidents, as in many cases the
victim has the ability to keep the occurrence of a cyber incident a secret.
Second, existing hostilities influence subsequent threat perception, with attri-
butional uncertainty having the potential to reinforce current strategic narra-
tives. Schulzke argues that this, again, is particularly exacerbated compared to
kinetic attacks, as evidence is harder to grasp and attribution, in general, is
more ambiguous resulting in even stronger power of initial framings of
blame (p. 959).

Third, information about cyber incidents is regularly not forthcoming,
reinforcing the perception of hidden processes and making cyber attack
causal narratives very similar to conspiracy theories (i.e., “a proposed expla-
nation of some historical event (or events) in terms of the significant causal
agency of a relatively small group of persons-the conspirators-acting in
secret.” Definition from Keeley, 1999; see also Schulzke, 2018, p. 962).
Fourth, because of time delays in attribution processes it is hard to hold pol-
icymakers accountable. In addition, because cybersecurity as policy issue is
distributed amongst different stakeholders, responsibility is diffused and sus-
ceptibility to partisanship increases. From these four mechanisms, Schulzke
(2018) concludes,
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the public should be sensitized to the problem and to a security context in
which blame takes time to establish. It would be prudent for policymakers
and journalists to avoid a rush to judge who is responsible for an attack, regard-
less of how obvious the answer may initially seem. This would promote greater
openness to information that is uncovered by investigators. Political scientists
can play a role in this by exploring how these novel threats fit into what pre-
vious research has uncovered about opinion formation and conflict processes.
Future research should continue to investigate the political challenges associ-
ated with attribution and to consider what additional steps could be taken to
manage this problem. (p. 964)

Agreeing with the desirability of Schulzke’s prescriptions, and following his
call for more research in this area, this article introduces a set of arguments
beyond the four mechanisms raised. Schulzke mostly draws on psychological,
opinion formation, and media research, arguing about the attribution
environment in abstract. This article contributes another element: contesta-
tion of public attribution claims and the consequences such contestation
brings. To do so, the article first introduces factors skewing the public dis-
course on cyber conflict. This is an important reflection in order to contextua-
lize our knowledge of cyber conflict. Second, the drivers of contestation after
an incident is publicly attributed are discussed, with particular focus on how
contestation is partially driven by the attacker and partially by other constitu-
encies with various political and economic motivations. This has conse-
quences for the opinion formation processes. Third, the article concludes
drawing out the likely consequences for the overall discursive environment
in public attribution, and recommends a changed role for academic interven-
tions in this space. Only few places in the world have specialized programs to
perform interdisciplinary research on cybersecurity and international
relations. While outliers exist (see research of the Citizenlab; for a different
example see Demchak & Shavitt, 2018), a sustained academic engagement
with the process that produces the realities of cyber conflict and an active
positioning within that is sorely needed.

A skewed (public) picture of cyber conflict

To better understand the consequences of governments and private actors
publicly revealing the perpetrators behind cyber campaigns, we need to
understand the biases underlying the data and judgements made. Those
biases in the data and judgements will shape our knowledge space on cyber
conflict. There are at least two operational, and three structural factors that
jointly skew our picture of cyber conflict.

The first two factors are operational. First, offensive actors hide their tracks.
The actors engaging in offensive behavior often have incentives to hide their
tracks to achieve their goals. Thus, the attackers may sometimes be the only
ones knowing they are engaging in offensive behavior. Of course, some
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actors want to advertise the origin of cyber activity broadly, but this remains
the minority of publicly known incidents (Poznansky & Perkoski, 2018).
Second, the victims often have incentives to keep their victimhood secret, lim-
iting the amount of information we have about the impact of cyber conflict.
This is both due to operational and reputational reasons: Operationally, it
can be advantageous to not disclose your knowledge to the attacker; reputa-
tionally, organisations may come to the conclusions that it is better not to dis-
close having been breached.

There are three structural factors that further skew our public knowledge of
cyber conflict. First, the security companies, which are one of the main
sources of how we learn about cyber conflict, have limited visibility, mostly
defined by the technologies employed and the markets they serve. Further-
more, they have a specific prism of what kinds of threats they investigate
further (on the political choices made by security companies, see Stevens,
2019). That prism results in highly detailed knowledge about a subset of
actors engaging in offensive measures. Only a subset of the research on
these investigated actors is then published and picked up in the public’s
awareness of cyber conflict. In addition, most of the companies investigating
threats (threat intelligence companies) are based in Western states—though
this is changing, for example, with China-based threat intelligence teams
increasingly reporting on threat activity within China (one example is
Qihoo360). Partially due to their client base, partially due to political sensibil-
ities, and partially due to different political priorities resulting in a different
target set, threat intelligence companies rarely publicly reveal Western oper-
ations (for an analysis of threat intelligence reporting focusing on civil society,
see Maschmeyer, 2019).

Second, there exists an attribution asymmetry. The rights and responsibil-
ities of governments and private actors are still in political dispute. This
means, there still is a lacking baseline on who has to provide security for
whom, and for what price, in what circumstance (see Dunn Cavelty &
Egloff, 2019). The result is highly unequal investments with regard to
whom attribution capabilities are used for: The financially potent have the
means to buy attribution, whilst some of the political targets have the
public visibility for security companies to show off their skills. Outside of
those two categories, most organizations and citizens never get in contact
with an attribution investigation. Third, recently, some governments, most
prominently the members of the Five-Eyes signals intelligence alliance (con-
sisting of the United States of America, United Kingdom, Canada, Australia,
and New Zealand), have started to publicly attribute some cyber intrusions.
Governments, however, have their own, politically derived incentives to
publish some results of investigations and not others.

The political motivations behind public attributions, coupled with the
scarce evidence offered for the attribution judgements, skews our knowledge
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of cyber conflict. Because of the operational factors leading to underreporting,
the commercial incentives on the private sector side, and the political bias on
the government side, the public data about cyber conflict structurally induces
distrust into the representativeness of the attribution statements made by
these actors. However, due to the secrecy of the cyber incidents, the knowl-
edge introduced in to the public domain by these actors is key in providing
the discursive baseline for contestations about cyber conflict.

The remainder of this article focuses on this understudied element: The
contestation phase that follows a public attribution. This phase is important,
as by introducing attribution claims into the public discourse, actors are
laying political blame for specific actions onto other actors. The next part
shows how different actors are challenging these political acts in a contested
information environment.

Contested public attributions in democracies

Contestation of the attribution offered by a government regularly follows
attribution statements. This part focuses on this contestation phase, and the
implications contestation has on the perception of cyber conflict, and the
trustworthiness of attribution claims by society.

Contestation is fundamental to democratic politics (see, for example,
Dryzek, 2002). The open debate, the ability of everyone to freely voice
opinions, and the emergence of truth trough democratic discourse is founda-
tional to the public sphere of democratic polities. Thus, the ability to contest is
a sign of healthy democratic politics, or, in Dryzek’s terms: “Contestation is
democratic to the extent that it is engaged by a broad variety of competent
actors under unconstrained conditions” (p. 77). Thus, ideally, there are a
broad set of competent actors participating the contestation in the public
sphere. As the series of empirical examples in this section will show,
however, whilst the discourse on public attribution is generally open to con-
testation, the problems raised with the actors (see above), coupled with the
information poor environment about cyber incidents to the broader public,
creates particular opportunities for motivated, sometimes adversarial, inter-
vention in the area of cybersecurity.

In abstract, there are different phases that contestation occurs within. At
some point in time, an intrusion is discovered by the victim. The fact of the
existence of the intrusion may, but does not have to, leak into the public
domain. If it does, public contestation around who might be behind the intru-
sion starts at that point. If it does not, contestation starts the latest with the
first public statement attributing the intrusion.

Contestation is undertaken by several different communities and is case-
specific. As a generalized matter, contestation will depend on the type of evi-
dence that the attributor offered. The government has some choice over
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whether, and howmuch to reveal. Thereby, trade-offs have to be made on how
much detail is revealed: revealing more detail is giving the attacker more
insight into the governmental processes, particularly with regard to sources
and methods. Concealing the incident entirely runs into the risk of not
being in control of the narrative, should the fact of the existence of the inci-
dent leak. Revealing part of the incident, but not others, opens up contestation
as to the credibility of the evidence. Overall, the less clear the matching
between the evidence disclosed and the conclusions proffered, the more
opportunity there is for antagonistic communities to introduce doubt unto
the claims made.

This does not mean that all claims always have to be supported by public
evidence: Indeed, we trust other people’s claims based on trust in their person,
their procedures, or their institutions all the time, often based on a common
sense, that is, “our acceptance of the intractable facts about the world and our
already existing shared experience and understanding about the social world”
(Muirhead & Rosenblum, 2019, p. 127). However, with regard to the attribu-
tion of cyber incidents, there is not yet a wealth of shared experience and
understanding to draw upon, let alone intractable facts, opening up the
space to fundamental contestation.

In this contestation process, the attacker is able to influence the contesta-
tion. Hence, the attacker can offer alternative interpretations vying to per-
suade the same audiences the victim wants to convince. As such, Guitton
(2014) was right when he cast public attribution as a “game to convince an
audience.” We now have evidence that different actors actively engage in
this type of contestation, and that some of the actors are becoming more
skilled at it. This can be best observed using empirical examples. For this
reason, to illuminate the contestation phase of public attribution, the article
observes some short empirical examples of contested attributions.

The universe of cases of public attributions in democracies is growing, with
my current research project on the politics of public attribution already
having identified around 50 cases across Western Europe and North
America (Center for Security Studies, n.d.). The empirical examples included
in this article are selected, because they are particularly instructive to observe
the contestation phase, and to see the development of government policy to
address some of the challenges of engaging in public attribution.3 The Sony
attack in 2014 is one of the earliest examples, where a government publicly
blamed another government for a cyber incident, and tried to convince its
audience by offering up evidence. It is particularly instructive, as it shows
the contestation that can occur domestically, when a government claims attri-
bution. The DNC case of 2016 is one of the (rare) examples, where we have
corroborated public documentation of the adversary directly engaging in
countermessaging, trying to muddy the attribution claims offered by the
private sector and government. It adds empirical illustration to the
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phenomenon of contestation by demonstrating the active nature of some
adversaries in interfering in (domestic) political discourses. Finally, the Not-
Petya case of 2017/8 is one of the newer cases where a new policy of diplo-
matic collaboration to address the problem of not being able to share all
the evidence is observable. Governments, recognizing their trust deficit in
claiming attribution in public, have teamed up with other governments to
lend more political weight and credibility to their claims: The NotPetya
case illustrates this well.

Cyber intrusion at Sony Pictures Entertainment 2014

On November 24 2014, a wiper malware was activated on a large part of SPE’s
infrastructure, crippling the company’s ability to continue their work. The
malware issued a warning that company documents would be released if
demands were not met by 11:00 at night. Having let that deadline pass, the
group Guardians of Peace (GOP) published several movies, SPE internal
documents, and e-mail archives of SPE executives over the next month,
thereby alerting the public of the intrusion at Sony Pictures Entertainment.

Given the upcoming release date of the movie The Interview, speculations
about possible North Korean connections were raised. North Korea reacted by
issuing a press statement denying responsibility, but praising the attacking
group for their actions and condemning SPE for producing a film “abetting
a terrorist act” (KCNAWatch, 2014). This was followed by a statement by
GOP on December 8 2014, which directly connected the showing of a
movie to their actions. It demanded that SPE should “stop immediately
showing the movie of terrorism which can break the regional peace and
cause the War!” (Gallagher, 2014).

Lacking any indications of canceling the movie, it was a threat of terrorist
attacks against moviegoers issued on the Pastebin platform on December 16
2014 that changed the dynamic. Despite the U.S. Department of Homeland
Security’s claim of having no intelligence about a plot against movie theaters,
many movie theaters opted-out of showing the movie (Perera, 2014; Seal,
2015; United States Department of Homeland Security & Federal Bureau of
Investigations, 2014). The next day SPE issued a press statement canceling
the release, which had been scheduled for Christmas Day. By that time, the
public discourse in the United States was still focused on whether it could
really be North Korea behind the intrusion. For example, on the December
17, Kim Zetter, a renowned journalist covering information security, in an
article weighing up different theories concluded: “Regardless of whether the
Sony, Saudi Aramco and South Korea attacks are related, the evidence indi-
cating they’re nation-state attacks is circumstantial. And all of the same evi-
dence could easily point to hacktivists. Our money is on the latter” (Zetter,
2014).
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On December 18 2014, the White House announced it was considering a
proportional response (White House, 2014). On December 19 2014, the FBI
officially attributed the GOP’s actions to the North Korean government (FBI,
2014). The same day, U.S. President Barack Obama confirmed the attribution
to North Korea (Obama, 2014). The FBI did not offer specific evidence, but
explained that their judgement was based in part in overlap of previously
used malware, infrastructure, and tools used in previous attacks carried out
by North Korea. Some experts arrived at the same conclusion. For example,
Brian Krebs (2014) laid out in detail the evidence why it is plausible for
North Korea to be behind the intrusion. Similarly, Nicholas Weaver (2014)
explained why the U.S. government is credible in claiming North Korea pro-
venance. Bruce Bennet (2014) of RAND explained how this fits within the
larger North Korean political and security context. And finally, Dmitry Alper-
ovitch (2014) of Crowdstrike asserted that his company’s own assessment
supports the attribution to North Korea.

However, this did not assuage the skeptics. The generic language used by
the FBI led to skeptical statements from some information security specialists.
For example, Robert Graham (2014) entitled his blog post “The FBI’s North
Korea evidence is nonsense,” whilst Marc Rogers (2014a, 2014b), DEFCONs
head of security, published two contributions explaining his doubt of the FBI’s
attribution claims.

Bruce Schneier (2014) entitled his December 24 blog post “Did North
Korea really hack Sony?” and voiced his deep skepticism of the North
Korea attribution. By the December 26 2014, NPR featured a segment on
“Doubts Persist On U.S. Claims Of North Korean Role In Sony Hack”
(Shahani, 2014). Some people also used the skepticism of the Sony attribu-
tion to feature their own companies. For example, Kurt Stammberger of
Norse Inc. and Jeffrey Carr of Taia Global both claimed that their own com-
pany’s analyses led them to different judgements (Biddle, 2014; Taia Global,
2014). Thus, the original FBI/Obama attribution was not convincing to parts
of the security community, which was used to see arguments to be sup-
ported with data, and which was inherently skeptical of the use of govern-
ment authority to give weight to a truth claim. At the same time, the
Russian government expressed solidarity with North Korea on the film
being “aggressive and scandalous,” and charged the United States with esca-
lating tensions without presenting direct evidence linking the intrusions to
North Korea (Lukashevich, 2014).

There was still much speculation about the provenance of the Sony attack.
So much so, that the then director of the FBI, James Comey, released more
details on the Sony attribution on January 7 2015 (Comey, 2015). In a
speech at Fordham University, he informed the public that one element they
based their attribution on was an operational security mistake, where the
North Koreans forgot to mask their true IP addresses. Immediately, this was
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challenged by skeptics. Kim Zetter (2015) at Wired again covered the critics,
this time leaving the last word to Richard Bejtlich, who offered some context:

I don’t expect anything the FBI says will persuade Sony truthers. The issue has
more to do with truthers’ lack of trust in government, law enforcement, and
the intelligence community. Whatever the FBI says, the truthers will create
alternative hypotheses that try to challenge the “official story.” Resistance to
authority is embedded in the culture of much of the “hacker community,”
and reaction to the government’s stance on Sony attribution is just the
latest example.

Bejtlich was right. Some parts of the security community continued to
voice their skepticism. Particularly, Jeffrey Carr’s Taia Global followed up
with a report alleging Russian hackers still being on Sony’s networks, and
that this claim sheds doubt on the veracity of the U.S. government’s attribu-
tion (Taia Global, 2015; see also Pearson, 2015). Carr’s source offered as bona
fides some documents that the hacker claims to originate from the Sony
network, which Carr tried to verify. Problematically, Carr’s source for this
claim was a well-known Russian hacker with self-claimed previous contract-
ing relationships to the Russian state (Best, 2019; Pearson, 2015). Of note:
both Jeffrey Carr and Kurt Stammberger have since left the cybersecurity
industry (Collier, 2018).

This empirical example shows some of the dynamics that occur in the con-
testation of a governmental attribution claim. While the government insists
on its legitimacy to claim attribution without revealing sources and
methods, other audiences use this predicament for their own argumentative
strategies. Firstly, the perpetrator can contest the attribution claim by
denying sponsorship and demand proof for the attribution claim. Secondly,
skepticism of government authority will fuel distrust in a governmental
claim without the evidence being offered.4 Thirdly, interested third-parties
can use this situation to influence the contestation, as had happened in the
Sony case with the Russian government aligning itself with the North
Korean narrative. In such a contested information environment, multiple
“truths” will continue to co-exist. For example, Seth Rogen, the director of
the film The Interview, claimed in 2018 that he still does not believe North
Korea to be behind the hack (Marchese, 2018). The U.S. government, mean-
while, reinforced its attribution claim multiple times to gain legitimacy, even-
tually resulting in a detail-rich criminal complaint of a North Korean citizen
(United States of America v. Park Jin Hyok, 2018).

Cyber intrusions into the Democratic National Committee 2016

The intrusions into the Democratic National Committee (DNC) before the
U.S. presidential election in 2016 are a second example for how contestation
of the attribution takes place in a politicized information environment.

12 F. J. EGLOFF



In April 2016, Crowdstrike was called to help with incident response for
the DNC. They discovered at least two threat actors were active on the
DNC networks, one had been there since at least summer 2015, the other
since April 2016. On June 14 2016, the DNC, together with the cybersecurity
firm Crowdstrike, publicly attributed the intrusions into its networks to two
separate Russian espionage groups, APT28 and APT 29 (or FancyBear and
CozyBear in Crowdstrike’s terminology). Immediately, the media enquired
whether Crowdstrike was right. Various other security companies
confirmed their findings, including Fidelis, ThreatConnect (2016), Secure-
Works (2016), and Mandiant (Kopan, 2016a; Nakashima, 2016).

Just as immediate was the attacker’s reaction, which was later confirmed to
be the Russian Main Intelligence Directorate (also known under its former
name GRU). On June 15 2016, they created a fake hacker persona named
“Guccifer 2.0” and attempted sowing confusion and doubt over the attribu-
tion claim (United States of America v. Netyksho et al., 2018). They claimed
to have hacked the DNC and as bona fides offered documents, which the
hacker claimed to originate from the DNC network. Over the next few
months, the attackers used the Guccifer 2.0 persona to distribute documents
on the Democratic Party’s campaign and to shed doubt about the attribution
to Russia. RT (2016), a Russian government funded media network, immedi-
ately picked up on the content and the contradictory claim of hacking prove-
nance, and further distributed this interpretation.

However, by late July 2016, the cybersecurity community had identified
parts of the broader Russian subversion campaign, including some of the
influence elements (Gioe, 2018; Rid, 2016a, 2016b, 2017). Information secur-
ity specialists and some journalists were quick to point out that Guccifer 2.0
was likely a front of the Russian intelligence services. Meanwhile, the U.S. gov-
ernment officially did not attribute cyber intrusion at the DNC.5 Despite the
broad sourcing and unusual clarity of evidence, it took another month for
members of the legislative to go public (September 22 2016), and two
months for the U.S. government to release a meagre public statement by
the executive (October 7 2016) (Feinstein & Schiff, 2016; United States
Department of Homeland Security & Director of National Intelligence, 2016).

Despite this, Republican presidential nominee Donald J. Trump further
fueled the uncertainty about the origin of the leaked material by during the
first presidential debate on September 26 2016, implicating other theories
of provenance such as Russia, China, or a 400 lbs hacker (Kopan, 2016b).
This is important, as the presidential debates are moments of highest political
media exposure, and do lead to follow-up media stories, giving the multiple
theories of provenance angle a bigger discursive platform. He continued to
reiterate this position even after the election. On the December 11 2016 he
implied on FoxNews Sunday interview with Chris Wallace that the
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intelligence community has “no idea if it’s Russia, or China, or somebody. It
could be somebody sitting in a bed someplace” (FoxNews, 2016).

Only by the beginning of 2017, the government released an intelligence
community assessment attributing various interference activities, including
Guccifer 2.0, to the Russian government (National Intelligence Council
(Office of the Director of National Intelligence), 2017). On January 12
2017, the GRU again used the Guccifer 2.0 persona to dispute the relationship
to Russia. By alleging the falsification of evidence, it further fueled speculation
about other theories of provenance, which continued to be covered by publi-
cations such as The Nation (Lawrence, 2017). In the end, the United States
released a detailed indictment assigning blame to the Russian military intelli-
gence service (United States of America v. Netyksho et al., 2018).

Much of the delay in the U.S. public response is explained by domestic pol-
itical concerns of the executive being seen to unduly intervene in the election
process. At the domestic level, the procedures were underdeveloped and
unprepared for a coordinated response between the federal government and
the state-based election officials. Inter-agency discussions and indecisiveness
about what to do next significantly slowed down this process. For example,
in August 2016, then FBI Director James Comey drafted an op-ed publicly
attributing the Russian activities that was debated in the inter-agency
process but was never published (U.S. Office of the Inspector General, 2018).

The contestation of the provenance of the intrusions was enabled by this
lack of a public response. As a consequence, the use of the materials, also
by the traditional media, was less problematized, as there was no governmen-
tal voice claiming illegitimate interference into the election. This is consistent
with research on the influence of elites on initial framings, in its absence
opening up space in the initial coverage of the incident to the attacker’s nar-
rative (see for example Baum & Groeling, 2010). This effect will diminish over
time, as the official narrative settles (Bennett, Lawrence, & Livingston, 2006).
However, because of the uncertainties in this initial contestation, doubts on
are going to persist, and significant work on behalf of the government has
to be undertaken to gain credibility for its version of events. In the case of
the election interference in the United States in 2016, this included the
appointment of a special counsel, who brought detailed indictments against
Russian activity as well as published two reports on the outcome of the inves-
tigation (Mueller, 2019).

NotPetya incident in 2017

Finally, NotPetya, a third empirical example, can demonstrate how the
meaning-making activities of governments have changed, partially, in order
to address the problem of not being willing to release clear and convincing
evidence in a timely manner in the public domain.
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NotPetya was a severe destructive cyber campaign aimed primarily at
Ukraine on the June 27 2019. It employed a wiper worm, which caused
destruction worldwide. As with any large cyber incident, the question
quickly arose, who is behind this campaign. Pretending to be ransomware,
the worm itself displayed none of the elements a cyber criminal campaign
would entail. The Ukrainian security service soon claimed for the Russian
special services to be behind the attack (SBU, 2017). This claim was reinforced
by cybersecurity companies, who independently found technical links
between the NotPetya attack and the BlackEnergy group, a group who was
also associated to the previous attacks on the Ukrainian energy grid (Chere-
panov, 2017; Kaspersky Blog, 2017). Russia immediately denied these alle-
gations (Brewster, 2017). Thus, the matter rested in a stand-off. This is
until the Five-Eyes, the signals intelligence cooperation between the United
States, United Kingdom, Canada, Australia, and New Zealand, decided to
publicly attribute the campaign to the Russian military.6 Again, Russia
swiftly denied the allegations (Russian Embassy in the USA, 2018).
However, the political momentum behind this attribution differed from the
Ukrainian response. The British attorney general, Jeremy Wright (2018), out-
lined the reasoning:

If more states become involved in the work of attribution then we can be more
certain of the assessment. We will continue to work closely with allies to deter,
mitigate and attribute malicious cyber activity. It is important that our adver-
saries know their actions will be held up for scrutiny as an additional incentive
to become more responsible members of the international community.

This joint approach of the Five-Eyes was corroborated by the U.S. State
Department, which highlighted the importance of partners in buttressing
each other’s attribution claims and responses (Office of the Coordinator for
Cyber Issues, 2018).7 Thus, the Five-Eyes governments had decided that
they use public attribution as a way of shaping the environment. By building
an international coalition, attributing blame publicly to an actor for specific
actions that are deemed undesirable to the international community, the
coalition of states is changing the operational environment.

The intent, as outlined by the British government official, is to establish
boundaries for responsible behavior, respectively clearly labeling the behavior
deemed “irresponsible.” Indeed, the United Kingdom’s hopes to attain
benefits with pursuing public attribution more broadly, including making
cyberspace “more transparent as counter-normative and destructive behav-
iour (i.e. Wannacry and NotPetya) are attributed” leading to “greater stability
in cyberspace as clear lines of unacceptable behaviour are drawn,” increasing
the legitimacy of attribution by undertaking attribution with allies, and using
attribution as a first step “to enable wider response options to impose costs on
the responsible actors” (UK government, n.d.). Thus, the British government
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identifies its activities in public attribution as boundary drawing behavior that
gains more legitimacy as it is undertaken in coalitions of states. Though an in-
depth international legal analysis is out of scope, one can also note, that by
acting in coalition states prepare the ground for establishing state practice,
one of the sources for international customary law (see further Finnemore
& Hollis, 2019).8 This is in congruence with the literature on international
norms: In order for norms to be effective, norm violations have to be acknowl-
edged (Finnemore & Hollis, 2017; Miller, Nakashima, & Entous, 2017). The
norm shaping activity seems to be targeted at encouraging state actors to
not indiscriminately deliver effects.

What the years of experience with public attribution since Rid and Bucha-
nan’s (2015) seminal article have shown that, contrary to their suggestions,
specificity in the data presented to support a public attribution claim is not a
necessity to advance such a claim successfully. In the examples raised in this
article (Sony, DNC hack, NotPetya), the government did not readily offer up
specific data to back up their attribution claims. The Sony hack thereby is par-
ticularly instructive: The pointing to declassified evidence actually weakened the
government’s truth claim, as it enabled other commentators to find alternative
explanations for the particular data. In the DNC and NotPetya case, the govern-
ments initially were able to build on the private sector claims, and used the gov-
ernment’s reputation of possessing capable (signals) intelligence capabilities to
convince some audiences of the trustworthiness of their claims.

Implications of contested public attributions for the role of
academia

Whilst the first section of this article reflected on the operational and struc-
tural factors leading to a skewed picture of cyber conflict, the previous
section identified in three empirical examples the contestation around the
provenance of cyber intrusions. This last section reflects on where this
leaves the knowledge space on public attribution, and proposes how acade-
mia, if it became a competent stakeholder in the contestation of the public
attribution discourse, could partially remedy some of the problems identified.

The three empirical examples showed that public attribution takes place in
a contested information environment, with the attacker also having a voice.
Attribution claims are introduced mainly by two sets of stakeholders: govern-
ments and cybersecurity companies. Whilst cybersecurity companies provide
technical data, forensic links, and estimates about who might be behind a
cyber intrusion, they are often not the political entity laying blame on a
specific attacker. In the Sony case, Mandiant provided the incident response
services to Sony, but refrained from publicly attributing the incident. The
DNC intrusions are the exception, where Crowdstrike was asked by the
DNC to go public with specific attribution claims. In the NotPetya case,
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private industry provided much of the remedy to the infection, and offered
analysis connecting the operation to previous campaigns, but refrained
from making political attributions. Rather, it was governments that, in a coor-
dinated manner, laid blame onto the Russian military.

There are long-term ramifications stemming from attributions in such
contested information environments. First, the uncertainty about the truth
claims persist. Thus, even several years after a specific cyber incident, there
are people asking about whether we can really know who is behind the inci-
dent. This is due to the original event being clouded in this contested infor-
mation environment, where the multiplicity of narratives offered to the
public create an impression that one really cannot know who is behind a
cyber incident. The secrecy of the attribution processes thereby lays fertile
ground for conspiratorial thinking (Schulzke, 2018). This is beneficial to per-
petrators of cyber intrusions, who, despite implausible deniability, can con-
tinue operating with relative impunity (Cormac & Aldrich, 2018).

Indeed, whilst not unique to the area of cyber incidents, the destabilization
of the perception of the achievability of attribution is particularly impactful in
an information poor environment, where outside verification is difficult (For
an example of the destabilizing an official narrative laying blame onto a
specific actor in a physical incident, see Ramsay and Robertshaw’s (2018)
analysis of the narratives proffered in the wake of the poisoning of Sergei
and Yulia Skripal). For democracies, thereby, secrecy surrounding the attribu-
tion processes poses a particular challenge in this contested information
environment: Legitimacy of state action is dependent on it being explainable,
accountable, and ultimately transparent (even if in hindsight). For this demo-
cratic accountability, the public should be able to get an accurate understand-
ing of the underlying conflict dynamics that the use of public attribution is
part of (see also Nincic, 2003; Nothaft, Pamment, Agardh-Twetman, &
Fjällhed, 2018).

Second, the actors providing the attribution judgements are motivated by
political and financial incentives. The strongest cybersecurity policy actors
have, however, been (signals) intelligence agencies, who by design are not
very public entities. So far, only the United States government has released
how they approach attribution processes of cyber incidents (Office of the
Director of National Intelligence, 2018). Traditionally, intelligence agencies
have been the locus with the most resources and abilities to pursue attribution
processes at the state level. The recent political use of their analytic work in
public is democratically problematic, as the underlying processes for reaching
their conclusions are kept secret, usually for at least thirty years. The govern-
ments choose, based on political considerations, which incidents to attribute
publicly. Oversight bodies remedy some of the trust deficit, though their remit
is much wider than overseeing attribution processes. Yet, state intelligence
agencies remain one of the main sources of information about cyber conflict.
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Thus, the electorate is dependent on other sources of information that can
triangulate governmental information. Whilst governments may have good
reason for not disclosing their sources and methods, private sector structurally
does not provide a remedy, as it has its own structurally induced incentives to
be only partially transparent. Particularly, claims made based on data gath-
ered in customer engagements often legally have to be cloaked in secrecy.
As previously noted, structurally, we end up with a lack of transparency
both about the baseline of the actual events as well as about how actors
have reached their judgements about the events. Similarly problematic are
the trust issues associated with cybersecurity companies. The politicization
of the companies themselves, as well as the selection of knowledge that they
publicly produce, make the establishment of trust in a country as well as
across countries challenging. However, shared discursive spaces for trust in
knowledge about cyber conflicts across societies are much needed, particularly
as future conflicts are likely to rely on digital interaction to an even higher
degree than today.

Finally, academia, so far, has not been a remedy, as researchers use the
public record as the baseline for studying cyber conflict (see Valeriano &
Maness, 2014). In order for academia to be a check on the biases introduced,
it would have to establish itself as a trustworthy source of data and interpret-
ation. For that to happen, interdisciplinary knowledge on attribution pro-
cesses is required. For example, the ability to judge a company report’s
attribution claims depends as much on the ability to understand the data,
the judgements made, and the hypotheses analyzed, as it does to understand
the specific company’s access to the data it may not make public, but rely
upon, to make its analytic judgements. Thus, there is a need for additional
trustworthy sources of data and interpretations of data. In addition, there
exists a call for a less elitist, more democratic access to attribution knowledge
(Schulzke, 2018). One answer could be a network of distributed and regionally
trusted public knowledge-creators (as, for example, proposed by Deibert in
Solomon, 2018). Universities may provide one such possible locus to
remedy the trust problem. Their strong rootedness in academic, transparent,
and peer-reviewed research affords them societal trust, which other actors,
due to their structurally induced incentives do not, and possibly cannot,
have. In addition, universities are well positioned to be independent stewards
of data and analytic methods. They can transparently analyze, provide
context, and integrate new phenomena of digital conflicts into shared knowl-
edge structures.

However, to be such sources of trustworthy information on attribution,
universities have to engage, even more than today, in work across both phys-
ical, disciplinary, and academic boundaries. They have to transcend physical
boundaries, as part of the trust problem is associated with national political
interests. A cross regional collaboration therefore could ensure that, should
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national political priorities taint a specific attribution process, other univer-
sities are able to balance that process. They have to transcend disciplinary
boundaries, as attribution processes inherently draw on multi-disciplinary
knowledge. Finally, they have to transcend academic boundaries, as much
of the data resides with governments, companies, and civil society. Thus, aca-
demics have to be willing to collaborate across multiple entities to for their
engagement in attribution research. The outcome is in line with what
Ronald J. Deibert, the head of the CitizenLab at University of Toronto
called for, namely, “to empower civilian institutions in multiple countries
with resources and capabilities to do independent research on threats to
cyberspace in the public interest regardless of boundaries, and regardless of
whose national or commercial interests are concerned” (Deibert, 2017).
Should such a network of independent institutions with capabilities in the
attribution space exist, they could become a stabilzing element in the con-
tested information environment (see also Eichensehr, 2019, 2020). Whilst
universities are often accused to be risk-averse institutions, in the context of
research on attribution, this would be an asset.

Conclusion

Attribution research has come a long way: From accepting the “technical”
impossibility toward arguing about the constructed nature of the attribution
problem, we have seen the full spectrum of positions. Meanwhile, both the
practice of the actors studied, as well as their capabilities and attitudes
towards attribution, have changed. This has left research transformed. We
are currently witnessing an international political contestation of what attri-
bution is, can be, and should be. Despite this, little research examined the
two phases of public attribution, namely, the mechanisms that lead to
public attribution and what happens after an incident is publicly attributed.
This article made a contribution to address this research gap.

At a mundane, everyday, level of analysis, the actors shining the light, the
one’s possessing the capability to perform (or to order on their behalf) attri-
bution investigations, are fundamentally shaping our view of cyber conflict.
This has far-reaching implications on our research practices, as our scholarly
analyses are, through the (re-)use of this data, reconstituting a reality reflected
through political and economic prisms of these actors.

Attribution claims are introduced, contested, and even the possibility to do
attribution is put into question. Disinformation tactics are used to muddy
specific attribution claims, leaving an electorate exposed to the coexistence
of “multiple truths” and a fractured narrative of the past. This article has
detailed some of the implications introducing attribution claims into con-
tested information environments have. Through a study of the contestation
phase of public attribution, it showed a multitude of voices contributing to
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the adoption of a particular truth claim and, in particular, the influence
attackers and motivated third parties can have in the discourse. The Sony inci-
dent highlighted the difficulty a government can have in convincing an elec-
torate of its claims, when there is no record of accomplishment in making
attribution claims in public. The DNC intrusion showed how the attacker
can take part in the meaning-making activities, actively trying to dispel the
notion that the government knows who is behind a cyber incident. Finally,
the NotPetya incident showed how actors seemed to have learned from the
contested cases. In particular, the coordination of attribution claims across
different countries and entities was specifically designed to bolster the legiti-
macy and credibility of the attribution claims at the international level.

Further research should investigate the parameters shaping the different
choices of the data presented and credibility garnered. For example, two ratio-
nales could explain the initial lack of detail offered. First, from an intelligence
perspective, the sources and methods informing the judgment may be particu-
larly time sensitive. Second, the lack of detail may be motivated by the fact that
technical evidence never “proves” responsibility and is usually open to
interpretation. By not offering any data, but using strong estimative language
such as “almost certain” or “highly likely,” attributing entities wager their
reputations as competent entities making attribution judgements. Other gov-
ernments, for example the Swiss, chose yet an opposite route, publicizing
detailed technical reports, but not publicly blaming a particular actor for an
intrusion (GovCERT.ch, 2016).

This leads to a particular role for academia and a need for more research on
attribution. First, academia can make independent assessments of attribution
claims. An example: In July of 2016, enough information was available in the
public domain to document and preliminarily assess the Russian influence
campaign into the American elections. Few voices from U.S. academia were
audible at the time, with Thomas Rid (at the time still in the United
Kingdom), being one of the only academics willing to speak out (Rid,
2016a). One would hope for more academics to engage in the public dis-
course, as they have the potential to represent a more trustworthy source of
information. This requires a deeper interdisciplinary engagement, trusted
contacts in the information security community, and an access to data repo-
sitories to pursue such an investigation. Engaging in such public contestation
comes with personal risks to individuals that could be mitigated partially, if
more institutions were capable and willing to contribute to the public discus-
sion of attribution claims (on personal risks, see for example Satter, 2019).

Second, academia can explain the conditions under which a truth claim is
believed. Particularly, the “technical” core of the problem is still considered
settled knowledge—rather than being contested. Research in this area includes
an explanation of how evidentiary standards emerge, stabilize, and destabilize
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over time, and how trust in the speaker, the process, or the institution can be a
precondition for introducing successful attribution claims.

Finally, the politics of attribution need to be further unraveled. For
example, attribution asymmetries and their impact need to be better explored.
Research into whom attribution capabilities are used for, and whom not, is
crucial to understand the power dimension of attribution. Attribution plays
a key role, as it can rebalance asymmetric power relationships transforming
“the attacks from nowhere” into “attacks by a specific entity.” Identifying
the perpetrator is empowering, opening-up specific strategies of resistance
for victims. The study of the politics of publicly identifying a perpetrator, a
power move, can tell us more about the functioning of cyber and security poli-
tics at the national and international level.

There are promising prospects for this. More data is available from under-
reported parts of the world than ever. Threat intelligence companies based in
non-Western countries are increasingly contributing to a richer, more diverse,
analytic picture of the threat landscape. Furthermore, universities have a
unique opportunity to contribute to the broadening of the discourse, for
example, by choosing independent focuses of analysis, combining the research
tradecraft of international relations with those of applied computer science.
The biggest challenge in this will be the universities themselves: It is overcom-
ing the disciplinary confines in order to shine a light onto the emerging digital
futures that for some, despite all the conveniences they bring, also bring the
horrors of more domination and control.

Notes

1. A more precise definition would split the attribution process into sense-making
and meaning-making processes (Egloff, 2018, p.148, 165). Shortly defined, the
sense-making process in attribution refers to the ongoing knowledge-gener-
ation process that establishes what happened, whereas the meaning-making
process refers to deliberate actions that influence how others interpret a par-
ticular cyber intrusion. Public attribution is a specific kind of meaning-
making process, which can then be split analytically into the two phases intro-
duced in this article.

2. For research on the former phase, see Center for Security Studies (n.d.).
3. Part of these empirical examples draw on material first introduced in Egloff,

2018.
4. A claim that is also supported by research on value similarity and trust, see

Visschers and Siegrist (2008).
5. At working level, the FBI had the DNC intrusions on the radar since 2015, but

there is no public evidence of it briefing the White House before 2016.
6. New Zealand did not independently assess it, but joined the Five Eyes in the

condemnation, whilst Canada attributed NotPetya to actors in Russia.
7. For the U.S. legal view of attribution, see Egan (2017).
8. Thanks to Dr. Matteo Bonfanti for pointing this out.
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